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Some Definitions

Leverage: the degree of influence an observation CAN—but
not necessarily does—have on coefficient estimates

Discrepancy: the degree to which an observation is different from
the rest of the data

Influence: Leverage * Discrepancy. What is the effect of an
observations values for Y and X have on the
coefficient estimates

Outlier: An observation with an unusual value for Y given its
values for X
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An Illustration
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Leverage

Ŷ =Xβ̂

=X[(X′X)−1X′Y]

=HY

where

H = X(X′X)−1X′.

hi = Xi (X
′X)−1X′

i
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Residuals

Variation:

V̂ar(ûi ) = σ̂2[1− Xi (X
′X)−1X′

i ]

ŝ.e.(ûi ) =σ̂
√

[1− Xi (X′X)−1X′
i ]

=σ̂
√
1− hi

“Standardized” Residuals:

ũi =
ûi

σ̂
√
1− hi
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Residuals

“Studentized”: define

σ̂2
i =Variance for the N − 1 observations ̸= i

=
σ̂2(N − K )

N − K − 1
−

û2i
(N − K − 1)(1− hi )

.

Then:

û′i =
ûi

σ̂−i

√
1− hi
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Why Does this Matter?

• The û′i follow a t distribution with N − K − 1 degrees of
freedom

• This means that approximately 95% fall on the interval [-2,2]

• This allows for hypothesis testing
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Influence

• If influence is effective a measure of how unusual an
observation is (discrepancy) combined with where it is located
(leverage), then how can we measure this?

• DFBETA and DFBETAS (the “S” is for standardized) do this
• Where positive values correspond with observations that

decrease the value of ˆbetak
• And negative values correspond with observations that increase

the value of ˆbetak

• Plots of DFBETAs and DFBETASs generally reveal when
specific observations are highly influential
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Influence

“DFBETA”:

Dki = β̂k − β̂k(−i)

“DFBETAS” (the “S” is for “standardized):

D∗
ki =

Dki

̂s.e.(β̂k(−i))
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Influence

• Cook’s D is a summary statistic calculated from DFBETAs to
measure each observations influence on the overall regression
model

Di =
ũ2i
K

× hi
1− hi

=
hi û

2
i

K σ̂2(1− hi )2
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Our Earlier Illustration
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Regression: Black Line

> summary(lm(Y1~X1))

Call:

lm(formula = Y1 ~ X1)

Residuals:

1 2 3

2.143 -3.214 1.071

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) 177.500 4.910 36.15 0.0176 *

X1 20.357 1.856 10.97 0.0579 .

---

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 4.009 on 1 degrees of freedom

Multiple R-squared: 0.9918,Adjusted R-squared: 0.9835

F-statistic: 120.3 on 1 and 1 DF, p-value: 0.05787
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Regression: Red Line

> summary(lm(Y3~X3))

Call:

lm(formula = Y3 ~ X3)

Residuals:

1 2 3 4

2.00000 -3.23077 1.30769 -0.07692

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) 177.769 2.239 79.41 0.000159 ***

X3 20.231 0.407 49.70 0.000405 ***

---

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 2.842 on 2 degrees of freedom

Multiple R-squared: 0.9992,Adjusted R-squared: 0.9988

F-statistic: 2470 on 1 and 2 DF, p-value: 0.0004046
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A Variance-Based Statistic

• “COVRATIO” is a statistic that provides an estimate of
whether a particular observation has a large effect on the
variance-covariance estimates of our parameters

COVRATIOi =

[
(1− hi )

(
N − K − 1 + û′2i

N − K

)K
]−1

• Observations with COVRATIOi > 1 increase the precision of
our estimates (decrease S.E. estimates)

• Observations with COVRATIOi < 1 decrease the precision of
our estimates (increase S.E. estimates)
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So What Do We Do with Outliers?

• Two relevant questions here:

1. Is the outlier due to a coding error or mistake of some sort?
2. Is the outlier correctly coded but a true outlier (i.e. weird)?
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Dealing with Outliers: Coding Errors

• Here the answer is simple, just fix the error and your problem
is solved

• If you cannot fix the issue, drop the observation
• Can assume the observation is “missing at random”
• Could also use imputation approaches for solving missing data

issues
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Dealing with Outliers: True Outliers

• If there some reason why that observation is very different:
• AND that reason is theoretically important, then this is now a

theoretical issue and you may need to revisit your theory or
model selection to account for it

• AND that reason is NOT theoretically important, then you can
probably safely drop it

• If there is no reason why that observation is very different:
• There isn’t an easy answer: look at that data point more

deeply and make a judgement call
• Whether you keep or drop, you probably need to run the

alternative specification as a robustness check and footnote it
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Toy Model
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plot(my model)
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plot(my model)
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Or, do everything manually?
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covratio statistics
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Cook’s Distance (using olsrr package)
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Let’s check these observations
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DFBETAs (using olsrr package)
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DFBETAs (using olsrr package)
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Let’s check these observations
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What happens if we drop influential points and outliers?
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