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The Model

• Multiple regression:

Y
N×1

= X
N×K

β
K×1

+ u
N×1

• or:

Yi = β0 + β1X1i + β2X2i + ...+ βKXKi + ui

• or:
Y1

Y2
...

YN

 =


1 X11 X21 · · · XK1

1 X12 X22 · · · XK2
...

...
...

. . .
...

1 X1N X2N · · · XKN



β0
β1
...
βK

+


u1
u2
...
uN





Estimation Assumptions Goodness of Fit Implementation Interpretation

Estimating β

• Residuals:

u = Y − Xβ

• The inner product of u:

uu′ =
[
u1 u2 · · · uN

]

u1
u2
...
uN


= u21 + u22 + ...+ u2N

=
N∑
i=1

u2i
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Estimating β

• We want to minimize the squared erros, so start with:

u′u = (Y − Xβ)′(Y − Xβ)

= Y′Y − 2β′X′Y′ + β′X′Xβ

• Now get:

∂u′u

∂β
= −2X′Y + 2X′Xβ
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Estimating β

• Solve:

−2X′Y + 2X′Xβ = 0

−X′Y + X′Xβ = 0

X′Xβ = X′Y

(X′X)−1X′Xβ = (X′X)−1X′Y

β = (X′X)−1X′Y

• Important Note: Unlike bivariate OLS, we do not
compute the estimates using (X′X)−1X′Y
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Assumptions of the CLRM

1. Linearity
• The CLRM as specified in the form

Yi = β1 + β2X2i + . . .+ βkXki + ui specifies a linear
relationship between y and x1, x2, . . . , xk .

2. Full Rank (No Perfect Multicollinearity)
• All columns in X are linearly independent
• N > K



Estimation Assumptions Goodness of Fit Implementation Interpretation

Assumptions of the CLRM

3. E (u) = 0

• This assumption implies that the disturbance term should
have a conditional expected value of 0 at every observation.

• For the full set of observations, we can write this as:

E (u|X) =


E [u1|X]
E [u2|X]

...
E [un|X]

 = 0 (1)

• The assumption in equation [1] is essential, as it implies that:

E (y|X) = Xβ (2)
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Assumptions of the CLRM

4. Spherical Disturbances (Homoskedasticity and
Nonautocorrelation)

• Var(u|X) = σ2, for all i = 1, . . . , n,

• and

• Cov(ui , uj |X]) = 0, for all i ̸= j

• State that the disturbance terms in the CLRM possess
consistant variance and that they are uncorrelated across
observations
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Assumptions of the CLRM

• Additionally, these assumptions imply that:

E (uu′|X) =


E [u1u1|X] E [u1u2|X] . . . E [u1un|X]
E [u2u1|X] E [u2u2|X] . . . E [u2un|X]

...
...

...
...

E [unu1|X] E [unu2|X] . . . E [unun|X]



=


σ2 0 . . . 0
0 σ2 . . . 0

...
0 0 . . . σ2


• Which we neatly summarize as:

E (uu′|X) = σ2I (3)
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Assumptions of the CLRM

5. Nonstochastic Regressors

• This assumption simply holds that all values in the matrix X
are fixed

• Or: Cov(X,u) = 0

• In practice, this assumption does not match the reality of
social science data where many of our independent variables
of theoretical interest are random

• Thus our assumption is more about the data generating
process that produces xi as being fixed

• Also assumes no measurement error
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Assumptions of the CLRM

6. Normality

• Here we simply add to the list of assumptions about the
disturbances by assuming they are normally distributed

• Formally, we state:

u ∼ N[0, σ2I] (4)
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OLS: [Still] Unbaised

• Start with:

Y = Xβ + u

• Substitute OLS β̂:

β̂ = (X′X)−1X′Y

= (X′X)−1X′(Xβ + u)

= (X′X)−1X′Xβ + (X′X)−1X′u

= β + (X′X)−1X′u
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OLS: [Still] Unbaised

• and so:

β̂ − β = (X′X)−1X′u.

• By Cov(X,u) = 0, we have E(β̂) = β.
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β̂ is a Consistant Estimator of β

β̂ = (X′X)−1X′Y (5)

• Since Y = Xβ + u:

β̂ = (X′X)−1X′(Xβ + u) (6)

= (X′X)−1X′Xβ + (X′X)−1X′u

= β + (X′X)−1X′u
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β̂ is a Consistant Estimator of β

• Taking expected value:

E [β̂ − β] = (X′X)−1X′E [u|X] (7)

• Since E [u|X] = 0 (by assumption):

E [β̂ − β] = 0

E [β̂] = β (8)
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β̂ is an Efficient Estimator of β

• In addition to Unbiasedness and Consistency, the least squares
estimator is also the minimum variance, or most efficient of all
unbiased linear estimators

• This can be shown via the Gauss-Markov Theorem, as we saw
last week
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Two Approaches

• F-test
• Compares the model as specified (the unrestricted model) to a

restricted model
• Default in all (?) software is to effectively compare to a null

model
• This doesn’t tell us much
• Mathematically, it is pretty straightforward (we’ll omit that

here)
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Two Approaches

• R2

• Often discussed as a measure of the amount of variance
explained

• Effectively calculated as 1− Residual Sum of Squared errors
Total Sum of Squares

• Bounded by 0 (no points on regression line) and 1 (perfect fit,
all points on regression line)

• Can be manipulated by Increases when adding additional
independent variables
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Goodness-of-Fit Summarized

• All (?) software will provide an F-test, R2 and R2
adj

• Always report these

• Don’t pretend that they mean more than they do.
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Let’s start with a toy model
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Summary of two models
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Gauss-Markov assumptions with plot()
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Gauss-Markov assumptions: Homoscedasticity
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Gauss-Markov assumptions: Homoscedasticity
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Gauss-Markov assumptions: Linearity of residuals
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Gauss-Markov assumptions: Normality of residuals
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Gauss-Markov assumptions: Autocorrelation
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First, A Pretty Table

Table: A Toy Model

Coefficient p-Value

GDP per Capita 0.011 0.000
(0.000)

Urbanization 0.253 0.000
(0.056)

Intercept 0.264 0.000
(0.010)

N 201.
R2 0.942
R2
adj 0.942

Note: Dependent variable is Democracy. Standard errors in
parentheses.
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TEXCode for Table
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Interpreting Estimates

• Beyond begin BLUE, OLS is nice because of the ability to
interpret coefficient estimates as independent effects

• We can write the information in the table as an equation to
help think about interpretation:

DV = 0.264 + 0.011GDP + 0.253Urban

• We can thus say “a one unit increase in GDP corresponds
with a 0.011 unit increase in DV.”
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“Standardized” Coefficients

• An alternative to presenting our estimates of β̂ is to present
“standardized” coefficients

• The logic is to be able to compare effect sizes for things that
are not on a common scale. E.g. can we say that GDP or
Urbanization has a greater substantive effect on DV?
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“Standardized” Coefficients
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“Standardized” Coefficients using dot-and-whisker plot
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“Standardized” Coefficients

• The issue is that standardizing coefficient alters our
interpretation.

• Now we can only say that “a one standard deviation increase
in GDP the DV increases by XXXX standard deviations”

• Great! Now we can sort of directly compare effects sizes,
but. . .

• What does this mean?
• For other issues, see King (1986, 669–674)

https://oconnell.fas.harvard.edu/files/gking/files/mist.pdf

	Estimation
	Assumptions
	Goodness of Fit
	Implementation
	Interpretation

